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Abstract In this paper, we propose to fuse both clustering and supervised
classification approach in order to outperform the results of a classification al-
gorithm. Indeed the results of the learning in supervised classification depend
on the method and on the parameters chosen. Moreover the learning process
is particularly difficult which few learning data and/or imprecise learning
data. Hence, we define a classification approach using the theory of belief
functions to fuse the results of one clustering and one supervised classifica-
tion. This new approach applied on real databases allows good and promising
results.

1 Introduction

Behind the term of classification, one distinguishes two types of classification:
the supervised and unsupervised one. The unsupervised classification is also
called clustering. In clustering, from given data representing some object, we
try to find groups or clusters which are the most compact and separated as
possible. Then, we can try to affect one of the found cluster to a new observed
object [2]. Generally, we make such decision based on the analysis of the
dispersion of the objects in the data set. In the supervised context, the process
can also be divided in two steps: the learning one and the classification. The
learning step build a discriminate function based on labeled data, an unknown
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information in clustering. From this function, in the classification step, a new
observed object is affected to one of the classes given by the fixed labels.
Whatever the type of classification, we face up to many problems. We are
always looking for the appropriate method for a given problem without to be
sure to achieve it. Indeed, the obtained results depend on the method and
on parameters; the no-free lunch theorem assures us that there is no better
algorithm. Therefore, the choice of the appropriate method and parameters is
not easy for a given application. Furthermore in the supervised context, the
learning data do not generally represent perfectly the real data we have to
classify. For example, all real classes are not systematically well represented
in the learning database. As a result, a possible solution to some of these
classification problems is the fusion of clustering and supervised classification.
The goal of this fusion is to reduce the imprecision of results by trying to
make a compromise between both classifications.

Studying classification fusion approaches, most of them are dealing with
the fusion of either supervised [9, 12] or unsupervised classification [3, 4, 11,
7, 8]. The unsupervised classification fusion approaches are more complex due
to the absence of class labels: an association between the clusters coming from
the different algorithms must be found. The researches made on the fusion
between the clustering and the classification were used essentially in order
to deploy the unsupervised in the learning of the supervised classification
[6, 10, 13].

In this article, we propose a fusion approach combining supervised and
unsupervised classification results. As framework, we choose the theory of
belief functions which have been used with success to fuse supervised classi-
fication results [12]. This framework allows to represent the uncertainty and
imprecision of the results of the clustering and supervised classification and
to combine the results managing the conflict.

This paper is organized as follow: in the next section, we present the
clustering and the supervised classification principles. In the third section,
we explain the fusion based on the theory of belief functions. In section four,
we present the proposed fusion approach and finally the last section presents
the results given by an experimental study on real data.

2 Classification

The goal of the classification task is to identify the classes to which belong
the objects representing by theirs characteristics or attributes. We distinguish
two types of classification: supervised and unsupervised one.
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Unsupervised classification or clustering

In the clustering, we want to group the similar objects of a population
in clusters. Let’s assume, we dispose of an ensemble of objects noted by
X = {x1, x2, ....., xN} characterized by an ensemble of descriptors D. There-
fore, the data are D-multidimensional. The aim is to find the groups (or
cluster) to which each object x belongs. Hereafter, the clusters are noted by
C = {C1, C2, ....., Cn}. The clustering can be formalized by a function noted
by Ys̄, that associates each element of X to one or more elements of C. Gen-
erally, the clustering is essentially based on the dispersion analysis to find the
real clusters. Many difficulties can arise in this task. The main difficulty is to
find the borders of the clusters. To evaluate the results, we have to find some
evaluation criteria measuring the quality of results. Usually, we use indexes
called validity indexes. There is no standard or general index. Among the
clustering methods, we mention for example K-means and the hierarchical
classification.

Supervised classification

In the supervised context, the classification is based on two steps: the learn-
ing step and the classification step. In the learning step, we consider the
objects in X already labeled, i.e. each object is associated to a known label
belonging to an ensemble of classes noted by Θ = {θ1, θ2, ....., θn}. This is the
conceptual difference with the clustering. The goal of the learning step is to
find the best discriminate function Cl associating each data of the learning
database x using the descriptor set (noted by D) to the correct class in Θ.
The classification step consists to predict the class of a new object based on
the learning function. Among the classification methods, we mention the k-
nearest neighbors (k-NN), the decision tree, the neural network, the support
vector machine (SVM) [2]. In the supervised context, the lack of learning
data or the availability of inappropriate one make problems. In this case, we
can consider that the learning function to discriminate data is imprecise and
uncertain and leads to bad results. The confusion matrices are generally used
to evaluate supervised classification results.

In this paper, a new approach is proposed to overcome the classification
problems identified previously. This approach is based on the fusion between
the supervised classification and the clustering results using the theory of
belief functions.
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3 Information fusion using the theory of belief functions

The fusion of classifiers can be made in three levels of the classification pro-
cess: data, characteristic and decision. The third level is the level of the clas-
sification results and is the most interesting for our study. Many framework
have been used for information fusion, such as vote theory, theory of possibil-
ities or theory of belief functions. The last one, also called Dempster-Shafer
theory, allows to represent both imprecision and uncertainty through two
functions: plausibility and belief. Both functions are derived from a function
called mass function defined on all the subsets of the frame of discernment Θ,
noted 2Θ. That is the difference with the theory of probabilities where only
singletons are considered. Let’s design by mj the mass function associated to
the source Sj . The mass functions are defined on 2Θ and affect a value from
[0, 1]. Moreover, the mass functions verify the constraint:∑

A∈2Θ

mj(A) = 1 (1)

Hence, the power set 2Θ is the set of all the disjunctions of decisions θi in the
classification context: 2Θ = {∅, {θ1}, {θ2}, {θ1 ∪ θ2}, . . . , Θ}. The decisions or
classes θi must be exclusive but not necessarily exhaustive. The definition
of mass functions depend on the context, but generic approaches can be
used. We will use here a model based on probabilities proposed in [1]. There
are many rules of combination in the theory of belief functions such as the
conjunctive and the disjunctive one. The conjunctive combination, introduced
by Dempster in its normalized form, combines the mass functions considering
the intersections between the elements of 2Θ [9, 12]. This combination is
formulated as follows for M mass functions, ∀A ∈ 2Theta:

m(A) =
∑

B1∩B2,...∩BM=A

M∏
j=1

mj(Bj)

The obtained mass is the combination of the mass functions of each dif-
ferent sources. Form this mass function, the decision to find the best class
θi for the considered observation can be made with the pignistic probability.
The pignistic probability is defined by:

bet(θi) =
∑

A∈2Θ,θi∈A

m(A)

|A|(1−m(∅))
(2)

where |A| is the cardinality of A. This criterion is employed in a probabilistic
context of decision. In the next section, we present the proposed approach to
fuse the results of clustering and supervised classification.
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4 Fusion of supervised classification and clustering
results using the theory of belief functions

The most researches made in fusion are dealing with unsupervised classifi-
cation (such as in [3]) or with supervised classification (such as in [12]). For
the fusion of supervised classification and clustering was essentially done to
deploy the unsupervised classification to make the learning of the supervised
one [6, 10]. That is not the goal in this paper.

The proposed approach in this article fuses both types of classification to
improve the results. Our approach is based on two main steps: the first one
is to apply the clustering and the supervised classification on the learning
database separately; the second step consists to fuse the results of classi-
fication approaches. Based on the two different outputs, we try to make a
compromise between both classifiers. We must take into account the bad
representation of the cluster’s borders in clustering and the bad learning in
supervised classification. We model that through the theory of belief func-
tions. Therefore, as inputs of our process, we must define the mass functions
of both sources: supervised and unsupervised classification. How to model
these mass functions? First, to define the mass function for the supervised
source, we choose the probabilistic model of Appriou [1] previously used with
success.

Therefore, we define a mass function for each object x belonging to a class
θj , we have n classes. We have for each class θj :

mj
s(θj) =

αsjRsp(θ
f
j |θi)

1 +Rsp(θ
f
j |θi)

(3)

mj
s(θ

c
j) =

αsj

1 +Rsp(θ
f
j |θi)

(4)

mj
s(Θ) = 1− αsj (5)

We note by θfj the class affected by the supervised classifier to the object
x, by θi the real class and by αsj the reliability coefficient of the supervised

classification for the class θfj . The conditional probabilities are estimated
through the confusion matrix on the learning database:

αsj = max p(θfj |θi)∀i = {1, ..., n} (6)

and
Rs = max

θf
j

(p(θfj |θi))
−1 (7)

For the unsupervised source, mass functions must also be defined on the
discernment space Θ. However, the classes of Θ are unknown in clustering.
We only dispose of clusters without any labels. Therefore the definition of
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mass function is made by measuring the similarities between clusters and
classes found by the supervised classification. If the found clusters are more
similar to the classes, the clustering and supervised classification agree with
each other. The similarity is calculated using recovery between clusters and
classes. A class is considered similar to a cluster if it is recovered totally by the
cluster. Therefore the biggest is the number of objects in common the biggest
is the similarity. We look for the proportions of found classes θf1 , . . . , θ

f
n by

the supervised classifier in each cluster [4, 3]. ∀x ∈ Ci with c the number of
clusters found. The mass function for an object x to be in the class θj is as
follows:

mns(θj) =
|Ci ∩ θfj |
|Ci|

(8)

where |Ci| is the number of elements in the cluster Ci and |Ci ∩ θfj |, the

number of elements in the intersection between Ci and θfj . Then we discount

the mass functions as follows, ∀A ∈ 2Θ by:

mns
αi(A) = αimns(A) (9)

mαi
ns(Θ) = 1− αi(1−mns(Θ)) (10)

The discounting coefficient αi depends on objects. We can not discount in
the same way all the objects. An object situated in the center of cluster is
considered more representative of the cluster than another one situated on
the border for example. The coefficient αi is defined as (vi is the center of
cluster Ci):

αi = e−‖x−vi‖
2

(11)

After calculating the mass functions for the two sources, we can combine
using the conjunctive rule and we adopt as decision criterion the maximum
of pignistic probability. Based on the construction of our mass functions for
the non-supervised classifier, both mass functions cannot be considered cog-
nitively independent. Other combination rules could be used. In our problem
we look for known singletons thanks to the use of supervised classification.
Each object is affected to a precise class. The pignistic probability is employed
because we are in probabilistic context.

5 Experimental study

In this section we present the obtained results for our fusion approach be-
tween supervised classification and unsupervised classification. We conduct
our experimental study on different databases coming from generic databases
without missing values obtained from the U.C.I repository of Machine Learn-
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ing databases. The aim is to demonstrate the performance of the proposed
method and the influence of the fusion on the classification results. The ex-
perience is based on three unsupervised methods such as the fuzzy C-Means
(FCM), the k-Means and the Mixture Model. For the supervised classifica-
tion, we use the k-Nearest Neighbors and the Bayes Classifier. We show in
the Tables 1 and 2 the obtained classification rates on the data before and
after the fusion respectively for the k-NN with the FCM, the k-Means and
the mixture model and the Bayes classifier with the FCM, the k-Means and
the mixture model.

The number of clusters may be equal to the number given by the supervised
classification or fixed by the user. The values shown in both tables 1 and 2
are obtained after cross-validation with ten trials of experiments. In each
trial, we test with a test database taken from 10 databases. The fusion effect
is remarkable in the table 1. In fact, we obtain a rate greater than 90% for
the databases: iris, sensor-readings24 and haberman, a rate equal to 80% for
breast-cancer and a rate about 60% for abalone database. In the table 2, we
obtain a rate of 100% for iris, breast-cancer, sensor-readings24 and a rate
greater than 70% for abalone and haberman. The error rate does not exceed
30% after fusion. We note that the obtained rate after fusion are better than
before fusion.

Data NbC NbCl NbA CR-BF CR-AF
FCM k-Means Mixture Model

Iris 3 3 5 96.67 100.00 100.00 100.00

Breast- Cancer wisconsin 2 2 11 64.52 80.00 80.00 80.00

Sensor-readings-24 4 4 5 84.00 100.00 100.00 100.00

Habeman 2 2 4 75.17 100.00 100.00 99.34

Abalone 2 2 8 53.10 61.70 61.27 59.42

Table 1 Results obtained with k-NN and FCM, k-Means and Mixture Model. NbC: num-
ber of classes, NbCl: number of clusters, NbA: Number of attributes, CR-BF: classification

rate obtained before fusion, CR-AF classification rate obtained after fusion

Data NbC NbCl NbA CR-BF CR-AF

FCM k-Means Mixture Model

Iris 3 3 5 95.33 100.00 100.00 100.00

Breast- Cancer wisconsin 2 2 11 96.00 100.00 100.00 100.00

Sensor-readings-24 4 4 5 52.57 100.00 100.00 100.00

Habeman 2 2 4 73.83 77.74 77.74 77.41

Abalone 2 2 8 51.95 73.08 73.59 66.62

Table 2 Results obtained with Bayes Classifier and FCM, k-Means and Mixture Model.

NbC: number of classes, NbCl: number of clusters, NbA: Number of attributes, CR-BF:

Classification rate obtained before fusion, CR-AF Classification rate obtained after fusion
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6 Conclusion

This paper proposes a new approach allowing the fusion between supervised
classification and clustering. Both methods have limits and problems. The fu-
sion is established to improve the performance of the classification. We make
the fusion with the belief function theory. The proposed approach showed
encouraging results on classical and real databases. This work can be spread
by studying results on imprecise and uncertain databases and on database
with missing data. The final goal of this work is to apply the approach in very
difficult applications such as sonar and medical images where the learning is
difficult due to an incomplete knowledge of the reality.
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